**Lab 9 – extra credit**

**Objectives**

* Be familiar with GINI index and entropy
* Practice building decision tree manually

**Practice on Decision Tree**

1.Please manually build the decision tree based on entropy and information gain.
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2\*\*\*. Challenging programming problem. Based on the “TreeGrowth” Algorithm introduced in Page 133, try to generate a decision tree programmatically.